Scaling and universality in the human voice
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Speech is a distinctive complex feature of human capabilities. In order to understand the physics underlying speech production, in this work, we empirically analyse the statistics of large human speech datasets ranging several languages. We first show that during speech, the energy is unevenly released and power-law distributed, reporting a universal robust Gutenberg–Richter-like law in speech. We further show that such ‘earthquakes in speech’ show temporal correlations, as the interevent statistics are again power-law distributed. As this feature takes place in the intraphoneme range, we conjecture that the process responsible for this complex phenomenon is not cognitive, but it resides in the physiological (mechanical) mechanisms of speech production. Moreover, we show that these waiting time distributions are scale invariant under a renormalization group transformation, suggesting that the process of speech generation is indeed operating close to a critical point. These results are put in contrast with current paradigms in speech processing, which point towards low dimensional deterministic chaos as the origin of nonlinear traits in speech fluctuations. As these latter fluctuations are indeed the aspects that humanize synthetic speech, these findings may have an impact in future speech synthesis technologies. Results are robust and independent of the communication language or the number of speakers, pointing towards a universal pattern and yet another hint of complexity in human speech.

1. Introduction

The description, understanding and modelling of speech is an interdisciplinary topic of current interest for physics [1], social and cognitive sciences [2,3], data mining as well as engineering [4–7]. Classical speech synthesis technologies and algorithms were firstly based on linear stochastic models and linear prediction [6–8], and their underlying theory, the so-called source-filter theory of speech production, initially relied on several key assumptions including uncoupled vocal tract and speech source, laminar airflow propagating linearly, periodic fold vibration and homogeneous tract conditions [6,8,9]. Despite the successes of this benchmark theory, the synthetic speech generated by linear models fails to be ‘natural’. As a matter of fact, current speech synthesizers usually require the incorporation of pieces of real speech, e.g. concatenation of smaller speech units (phoneme and diphone-based synthesis [6,7]) to improve their synthetic output.

With the popularization of nonlinear dynamics, fractals and chaos theory, the modelling paradigm slightly shifted and nonlinear speech processing emerged [10]. Accordingly, a number of authors pointed towards low dimensional, chaotic phenomena as the underlying mechanism governing the fluctuations in speech. This paradigm shift has fostered a number of inspiring theoretical vocal-fold and tract models [11] of increasing complexity, displaying a range of nonlinear phenomena such as bifurcations and chaos [12] or irregular oscillations [13] to cite some. Glottal airflow induced by fluid–tissue interaction has also been modelled using Navier–Stokes equations [14]. Nevertheless, the empirical justification for low dimensional chaos is, up to a certain extent, based on preliminary evidence [15,16], and this modelling approach is only theoretically justified through an analogy between turbulent states, chaos and fractals [10]. As a matter of fact, it has been recently acknowledged in the nonlinear dynamics community that caution should be applied when empirically...
analysing the low dimensional nature of short, noisy and non-stationary empirical signals, as not only the computation of dynamical invariants such as fractal dimensions or Lyapunov exponents is difficult in those cases [17], but furthermore correlated stochastic noise can be misleadingly described as having a low dimensional attractor [18]. It is therefore reasonably unclear what modelling paradigm we should follow to pinpoint the nonlinear nature of the fine grained details of speech.

In this work, we make no a priori assumptions about the underlying adequate dynamical model, and we follow a data-driven approach. We thoroughly analyse the statistics of speech waveforms in extensive real datasets [19] that extend all the way into the intraphoneme range \( (t < 10^{-2} \text{ s}) \) [20], enabling us to dissect the purely physiological (i.e. mechanical) aspects that play a role in the production of speech, from other such as cognitive aspects [3,21]. Our main results are the following: (i) energy releases in speech are power-law distributed with a language-independent universal exponent, and accordingly a Gutenberg–Richter-like law [22] is proposed within speech. (ii) In the intraphoneme range \( (t < 10^{-2} \text{ s}) \), the interevent times (silences of duration \( \tau \)) between energy releases are also power-law distributed, suggesting long-range correlations in the time fluctuations of the amplitude signal. (iii) Furthermore, these distributions are invariant under a time renormalization group (RG) transformation [23–26]. On the basis of these results, we should conclude that the physiological mechanism of speech production self-organizes close to a critical point.

2. Results

A TV broadcast speech database named KALAKA-2 [19] is utilized to analyse language-dependent speech (see the online supplementary material for empirical analysis on a different database gathering a total of 12 languages and additional explanations of the experimental methodology.) It was originally designed for language recognition evaluation purposes and consists of wide-band TV broadcast speech recordings (roughly 4 h per language) featuring six different languages: Basque, Catalan, Galician, Spanish, Portuguese and English. TV broadcast shows were recorded and sampled using 2 bytes at a rate of 16 000 samples s\(^{-1}\), taking care of including as much diversity as possible regarding speakers and speech modalities. It includes both planned and spontaneous speech throughout diverse environmental conditions, such as studio or outside journalist reports but excluding telephonic channels. Therefore, audio excerpts may contain voices from several speakers but only a single language. For illustrative purposes in figure 1, we depict a sample speech waveform amplitude \( A(t) \) and its squared, semi-definite positive instantaneous energy \( \varepsilon(t) = |A(t)|^2 \) respectively. Without loss of generality, dropping the irrelevant constants, \( \varepsilon(t) \) has units

\( \int_0^\infty \varepsilon(t) \, dt \approx \sum_{\text{events}} \varepsilon(t) \) (dark area in the figure denotes the energy released in a given speech event). (Online version in colour.)
of energy per time. Then, a threshold $\Theta$ is defined as the instantaneous energy level for which a fixed percentage of data is larger than the threshold. For instance, $\Theta = 70\%$ is the threshold for which $30\%$ of the data falls under this energy level (this allows data to be compared across different empirical signals [27]). $\Theta$ not only works as a threshold of ‘zero energy’ that filters out background (environmental) noise, but help us to unambiguously define what we might call a speech event, a sequence of consecutive signals $e(t)$ from a silence event, whose duration is $\tau$ (see figure 1). Note at this point that, as $\Theta$ can take arbitrary values, speech events are not necessarily the events that gather true speech (also, according to psychoacoustic theory of perception, speech might not be an adequate word for very short timescales). From now on, we adopt the term speech event as a working definition. Accordingly, speech can now be seen as a dynamical process of energy releases or ‘speech earthquakes’ separated by silence events, with in principle different statistical properties given different thresholds $\Theta$. In what follows, we address all these properties.


The energy of a speech event is computed from the integration of the instantaneous energy over the duration of that event $E = \int_{\text{event}} e(t) dt \approx \sum_{\text{event}} e(t) \Delta t$, where $\Delta t = 1/16\,000\,\text{s}$ is the inverse of the sampling frequency (and therefore $E$ has arbitrary units of energy). In order to get rid of environmental noise, we set a fixed threshold $\Theta = 80\%$ and for each language, we compute its histogram $P(E)$. In figure 2, we draw, in log–log scales, this histogram for all languages considered (note that a logarithmic binning was used to smooth out the data). We find out a robust power-law scaling $P(E) \sim E^{-\alpha}$ over five decades saturated by the standard finite-size cutoff, where the fitted exponents are all consistent with a language-independent universal behaviour: $\alpha = 1.13 \pm 0.06$ for Spanish, $\alpha = 1.16 \pm 0.05$ for Basque, $\alpha = 1.16 \pm 0.07$ for Portuguese, $\alpha = 1.13 \pm 0.05$ for Galician, $\alpha = 1.10 \pm 0.05$ for Catalan and $\alpha = 1.15 \pm 0.02$ for English, all having a correlation coefficient $r^2 > 0.999$ (for completeness, in the inset of figure 2, we also depict the binned histogram of instantaneous energy $P(e)$ for all languages).

As long as the magnitude in seismicity [22] is related to the logarithm of the energy release, under this definition $P(E)$ can be identified as a new ‘Gutenberg–Richter-like law’ in speech. This may be seen as related to other scaling laws in cognitive sciences [21], although at this stage it is still unclear what particular contributions come from both the mechanical (vocal folds and resonating cavity) and the cognitive systems.

2.2. Scaling and universality of waiting time distributions

In a second part, we study the temporal orchestration of fluctuations, that is, the arrangement of silences or speech interevents of duration $\tau$. We will pay special attention to the intraphoneme range (timescales $t < 3 \times 10^{-2}\,\text{s}$ [6,20]), where we assume no cognitive effects are present, in order to focus on the physiological aspects of speech. At this point, we introduce a RG transformation to explore the
In the intraphoneme range (timescales $t < 3 \times 10^{-3}$ s, described by all times smaller than the vertical dotted line), we find power-law distributed interevent times fairly independently from the threshold, which suggests the onset of long-range correlations in this regime. (Figure 3. (a) Log–log plot of the speech interevent distribution $P_{\theta}(\tau)$ computed for the English database, for different energy thresholds $\Theta$ (there is a vertical translation performed for illustrative purposes, and data have been logarithmically binned). In the intraphoneme range (timescales $t < 3 \times 10^{-3}$ s, described by all times smaller than the vertical dotted line), we find power-law distributed interevent times fairly independently from the threshold, which suggests the onset of long-range correlations in this regime. (b) Rescaled interevent distributions $P(\tau)$ according to the decimation method (see the text), for several languages and different thresholds (additional languages can be found in the electronic supplementary material). In the intraphoneme range, all curves collapse into a universal function and are invariant under the RG transformation, suggesting that the underlying physiological mechanism of speech synthesis is critical.

$$P_{\theta}(\tau) \sim \tau^{-\beta}$$

Figure 3.

3. Discussion

It is well known that the dynamics of speech generation are complex, nonlinear and certainly poorly explained by the benchmark source-filter theory. The fact that a Gutenberg–Richter law for the energy release probability distribution during speech emerges opens the possibility of understanding speech production in terms of cracking noise, a highly nonlinear behaviour that was first described in condensed matter physics [30] and later found in a variety of natural hazards systems including earthquakes [27], rain [28] or solar flares [31] to cite some [26]. The underlying theory might then describe energy releases as the resonating response function of the system under airflow perturbation (the so-called susceptibility in the statistical physics jargon), and the fact that it is a power-law distributed quantity is the first evidence of criticality in these systems.

The fact that the waiting time distributions are invariant under decimation (and different from the well-known stable...
exponential laws or random-walk statistics) suggests that the system might be operating close to a critical point. Note that the currently established low dimensional chaotic hypothesis suffers from being a process with short-range correlations and therefore chaotic speech interevents should typically renormalize into the exponential law. The most plausible conclusion of this work is that the physiological process of speech production evidences long-range correlations and criticality. This argument can be put in the same grounds as equilibrium critical phenomena, where only long-range correlations allow the system to escape from the basin of attraction of the trivial RG (high or low temperature) fixed points. As long as the critical solution is an unstable fixed point of the RG flow, the fact that the underlying dynamics seems to be poised near this point is somewhat remarkable. If we assume that the dynamics of speech generation at the level of the vocal folds are influenced by the properties of the glottal airflow, then our results would suggest that a similar critical behaviour might take place in other physiological processes involving such airflow. Interestingly, this is something that has been found empirically in the mechanism of lung inflation [32], what suggests a possible generative model based on lung structure.

Although there is no general relation between interevent statistics and power spectra, note that whereas a simple stochastic processes such as a Brownian motion cannot explain these results, under the more general paradigm of fractional Brownian motion with first return distribution \( P(T) \sim T^{1-H} \) [33], through a hand-waving analogy, our current findings would be consistent with a fBm model with \( H \approx 0 \), which leads to the so-called 1/f noise. This resulting phenomenological description is in agreement with previous evidence [3,34], this latter being yet another trait of long-range correlations in human communication [34,35]. This gives further credit to our results since, whereas the mechanism of criticality does not necessarily imply the presence of 1/f noise or vice versa, they are usually found together [22].

Although we acknowledge that weakly chaotic systems such as intermittent ones can operate close to criticality and that a rather convoluted combination of basic stochastic processes might also reproduce some of the features, our results suggest that the paradigm of self-organized criticality (SOC) [22]—out of equilibrium dissipative systems that self-organize towards a critical state—might be a more straightforward and adequate modelling scenario than standard low dimensional chaos or phenomenological combinations of stochastic processes. If this was to be the case, threshold dynamics [22] would appear as the essential ingredient that encompasses the nonlinear properties in speech at the physiological level. These new approaches could further contribute to the development of both (i) microscopic (generative) models of speech production and (ii) complementary methods of speech synthesis, that would profit from the self-similar properties of speech at the intraphoneme range to make refined speech interpolation without the need to incorporate pieces of real speech in the synthesis model.

From a speech analysis perspective, it is not clear at this stage what is the particular contribution of sounds articulated as voiced fricatives, e.g. /z/ in zip or /v/ in vine, which are produced by continuous friction of turbulent and noisy airflow at the place of articulation, generating small irregularities in jitter and shimmer measurements, which capture deviation from periodicity of the glottal source (in both time and amplitude, respectively). Although this may contribute in some extent to the observed phenomenology (and further analysis is required), we should highlight that interevents of short-range correlated dynamics tend to renormalize towards the exponentially distributed trivial fixed point, at odds with the phenomenology that is presented here. Also it is worth mentioning the wide variability within the technical set-up and hence the possibility of the presence of sub-harmonics, which are related to the fundamental frequency by ratios and usually generated by signal amplification.

Finally, the combined fact that (i) the results are robust for different human languages and that (ii) the timescales involved in this analysis require that the process is purely physiological, lead us to conclude that this mechanism is a universal trait of human beings. It is another open question whether the onset of SOC in this system is the result of an evolutionary process [22], where human speech waveforms would have evolved to be independent of speaker and receiver distance and perception thresholds. In such context, further work should be done to investigate whether similar patterns originate in the communication of other species, and up to which extent other variables, such as ageing, may play a role.

Data accessibility. Datasets used in this work can be downloaded from https://147.83.50.223/RSIF20141344.
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